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Abstract
This paper presents a theoretical framework to create never-ending stories. Our theoretical framework is developed
using discrete-time stochastic processes with a Markov property. To demonstrate the effectiveness of our theoretical
framework, we have developed a visual storytelling system that helps users to interactively create narratives. This
preliminary visual storytelling system can help users to create never-ending narrative segments in cartoon form.

1 Introduction

Visual storytelling is one of the areas in visual aesthetic that is not well understood. Visual storytelling still
requires a lot creativity and hard work. The major portion of any movie production process is spent for the
development of stories and storyboards. To improve the visual story development process there is a need
for new theoretical approaches as well as new tools and techniques. It is, therefore, there is a recent interest
in interactive storytelling [12]. Mateas and Stern developed one of the first interactive storytelling software
called Facade [11]. Iurgel et al. developed IRIS, another interactive storytelling system, which is based on a
hidden Markov Model [8]. There also exists commercial web-based interactive storytelling software such as
Xtranormal [17].

Figure 1: An example of a short narrative segment created with our approach by using our system.

This paper introduces a theoretical framework that can be helpful for the development of such tools and
techniques. Based on this theoretical framework, we have identified that discrete-time stochastic process
with a Markov property can be useful for the development of tools to create never-ending stories. We call
these stories never-ending because they never really finish or complete. They can continue indefinitely.
Never-ending stories are most common story types that are used in soap operas and television sitcoms. Even
news and social relationships can be considered never-ending stories. Using Markov processes, we have
developed a proof-of-concept system to create never-ending visual stories. This preliminary system shows
the potential of our approach for story development by helping users to create unusual and never-ending
story segments. Fig 1 shows a semi-automatically created story segment using our system.

2 Theoretical Framework for Narration Modeling

Narratological analysis was started in the 1920s by Vladimir Propp [15], who developed a grammar covering
a restricted corpus of Russian folktales. Propp’s analysis was used in some early story-telling programs in

Bridges 2012: Mathematics, Music, Art, Architecture, Culture

85



Artificial Intelligence such as ([13] with limited results. Propp’s theory was substantially refined in the 1960s
by Barthes, Greimas and Bremond [1, 7, 2]), when a distinct discipline called “narratology” emerged.

Narrative theoreticians agree that there are at least two levels in any narration: Some events happen
and these events are related in a certain way. Although there exist various terminologies used by different
researchers [9], these two levels of a text can be identified by two questions:(1) What is told and (2) How is
it told? In the most widely used structuralist terminology, the answer to the “what” question is called a story
and the answer to the “how” question is called a discourse [3].

For the purpose of this paper, we use an earlier and narrower approach that is first introduced by Aristotle
and refined by the novelist and critic E.M. Forster in his “Aspects of the Novel” [6]. Aristotle and Forster
categorize a narrative in two levels as (1) Story: A chronological sequence of events (at least one event) (2)
Plot: A causal and logical structure which connects events (at least two events).

Forster’s well known example for story is ”King died and then Queen died”. Since this is a sequence of
events, it is not a plot. On the other hand, ”King died and then Queen died of grief” is a plot since adding
”of grief” creates a causal relationship between the two events. Forster’s categorization is helpful for the
development of theoretical framework. It is specific enough to allow just one event as a story and it is general
enough to allow indefinite number of events as a plot without any specific structure.

The major problem with Forster’s categorization is that it does not provide a definition for an event. For
the development of a theoretical framework, there is a need for a definition of an event. We define an event
as a causal and logical structure that connects statements. In other words, a transitional cause that describes
a change from one state to another is an event. For instance, King is alive and King is dead are statements
and alive and dead are states. The two different events ”King died and ”King is killed can be written as a
transition from alive state to dead state by changing the cause as the following.

King died ≡ King is alive−died→King is dead
King is killed ≡ King is alive−killed→King is dead

Based on this discussion, we provide the following definitions by extending Forsters categorization.
• Universe: The universe consists of a finite character space C , a finite collection S of finite state spaces,
and a finite expression space X .
•Character space: The character space consists of a finite number of characters C0,C1, . . . ,Cn, . . . ,CN−2,CN−1.
Each character can be a person, an animal, or an object. Each character is associated with a collection of
state spaces and with an expression space.
• Statement: Each statement is made of a subset C ′ of characters in C , where each character C in C ′ is
described by a tuple (C,S1, . . . ,Sr,X), where each Si is an element from one of the state spaces associated
with the character C, and X is an element from the expression space associated with the character C.
• Event: An event is a causal and logical structure that connects two statements.
• Story: A story is a chronological sequence of events. There should be at least one event.
• Plot: A plot is a causal and logical structure that connects events. There should be at least two events.

Note that we treat everything existing in the universe as a character. Some characters contribute to the
story while others do not but act like props or background elements. The decision of who and what can be a
contributing character depends only on the user. Therefore, in our framework a character can be an animal,
an object or even a background element. If the user chooses so, an object or a background element can
contribute to the story. For instance, if there are two statements that follow each other as ”House is yellow”
and ”House is black”, then these two statements can be causally connected as ”Yellow house is painted to
black” or ”Yellow house is burned and becomes black”. Then, the result is an event and defines a story. A
a result, the house becomes a contributing character to the story. If no explanation is given by the user, the
house is still a character but does not contribute to the story.

Another important property is that each character can only be associated with a restricted collection of
state spaces. The reason behind this is that each character is fundamentally different. For instance, a house
can have different colors as states. On the other hand, a person can have emotions as states. However, the
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states associated with characters do not always have to be logically consistent. For instance, a user must
still be able to choose state spaces that are usually used for people as state spaces for an object. Such usage
allows to create metaphorical statements that can spark people’s imagination. For instance, sky can be angry,
house can be dead; nose can be tired.

The separation of statements from events, story and plot allows us to develop simple mathematical mod-
els to create statements automatically. The model needs to provide new states for each character from all the
previous and current states of all characters in the universe. It is possible to use a wide variety of mathe-
matical approaches to develop such models. The only consideration is that the model must provide the user
with friendly control over the personalities of characters, and results should be corresponding to our actual
experience.

To create statements automatically, we have considered several mathematical approaches such as ge-
netic algorithms, expert systems, plot-based methods, directed graphs and trees. All these approaches have
potential to provide different ways to stories. However, we have identified that Markov processes are the
most suitable mathematical approach for never-ending storytelling. In the next section, we provide a set of
particular expectations to use Markov processes for storytelling.

3 Discrete-Time Stochastic Process with a Markov Property

A collection of states associated with a character is used to represent the states of the character in a specific
aspect. For instance, the following are five common aspects for which a character may have states, each of
them makes a state space in our construction:
• emotional states such as anger or happiness,
• physical states such as walking, sitting or running,
• internal physical states such as sleepiness or tiredness;
• states for drawing balloons i.e. talking and thinking; and
• existentialist states such as live, dead or ghost.

Note that states in these aspects may exist relatively independently, and that a character can have a state
in each of the above aspects at the same time. For instance, a ”living” person can be ”angry” while ”walking”
or a zombie i.e. a ”dead” person can be ”angry” while ”walking”.

As we defined early, each statement consists of a subset C ′ of characters in C , where each character
C is described by a tuple (C,S1, . . . ,Sr,X), where each Si describes the current state of the character in a
particular aspect, and X is the current expression state of the character C. Each event gives a transition from
one statement to another statement.

One of the most important problems in our development is how the events are made, i.e., how the
statements transit from one to another. Different rule sets for events can lead to different mathematical
approaches. We have identified that we expect the following rules from our never-ending storytelling pro-
cesses.
• unpredictability. The story should not be predictable. In particular, the same statement should not always
result in the same following statement;
• logical continuity. Many states of a character should last for a while. For example, a person who is
currently happy is probably still happy in the the next moment. On the other hand, certain other states do not
last very long. For example, surprise should not last long;
• personality consistence. Each character should have its own personality, which should have a significant
impact on how the character behaves. For example, a happy person is probably happy most of the time, and
a sad person may rarely be happy;
• environment impact. The states of a character should also be dependent of other characters’ states. For
example, a person who is usually happy may become scared if he is facing a rude and angry person. Note
that the environment impact on a character also depends on the personality of the character: a very social
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person may be influenced easily by the environment, while a less social person may be less easily changed
by the environment.

For this particular rule set, the Markov chain model provides a very useful tool. To illustrate how the
Markov chain model can be used, we will first assume that each character is associated with only one state
space and an expression space. We will explain how this simple model is extended to a collection of more
than one state space.

Let C be a character, and let S = (S1, . . . ,Sn) be the state space associated with C. A Markov chain
representing the state transition distribution for the character C can be depicted as a directed graph GC in
which each edge is labelled by a real number p, 0 ≤ p ≤ 1. Each vertex in GC corresponds to a state in S ,
and a directed edge (Si,S j) labeled by pi, j gives the probability by which the state Si transits to the state S j.
Note that the sum ∑

n
j=1 pi, j should be equal to 1. Alternatively, the Markov chain can be represented by a

matrix PC, called the transition matrix, in which each row adds up to 1.
To illustrate our idea more clearly, we assume that the state space S consists of four states: happiness,

sadness, anger, and fear. The following gives the transition matrices for two characters:

C0 happiness sadness anger fear C1 happiness sadness anger fear
happiness 0.75 0.05 0.1 0.1 happiness 0.5 0.2 0.2 0.1
sadness 0.1 0.4 0.3 0.2 sadness 0.05 0.6 0.15 0.2
anger 0.05 0.4 0.4 0.15 anger 0 0.3 0.6 0.1
fear 0.1 0.35 0.1 0.45 fear 0 0.6 0.1 0.3

Note that the transition matrix is defined based on the personality of the corresponding character (thus,
it can also be called the personality matrix of the character). In general, a character may have a preferred
state. For instance, a happy person tends to be happy. Thus, from a state, the happy person has a higher
probability to be happy in the next statement. The personality difference between two characters can be
seen by comparing the personality matrices of the two characters. For example, by comparing the above
two personality matrices, we can observe that the first character will more likely be in happy state than the
second character, therefore the first character seem happier than the second character.

Since elements of each row in the transition matrix PC must add up to 1, when users define these matrices
they may not be able to make each row add up to 1. This problem can easily be solved by letting users enter
any number by assuming that the higher the number, the higher the transition probability. Then, the matrix
can be constructed from user entries by normalizing each row. However, we point out that the personality
matrix of a character does not have to be made by the users. It is also possible to provide a number of
prescribed matrices. There can be other strategies. For instance, the users can also be given a list of queries
on each aspect of personality of the corresponding character (such as “is the person happy?”, and “is the
person easily angry?”). The user can simply give a score in the range of 1 to 10 for the aspect. Then
the system can make the personality matrix for the character based on certain fixed rules. There are two
extreme cases: (1) the user is not involved at all in the definition of the personality of the character, and the
user assigns an existing personality matrix for the character; or (2) the user can provide all details for the
personality matrix and give the character a special (perhaps unusual) personality (such as “happy and easily
angry person”, or “sad and easily angry person”).

The most important property of transition matrices based on Markov chains in this paper is that the
long term behavior of a character is predictable. For a character C with a transition matrix PC, we have
limm→∞ infPm

C −→ ΠCI where ΠC is the left eigenvector of the transition matrix PC for the eigenvector 1
and it is called the stationary distribution. In other words, each element of ΠC tells us what fraction of
time the character C stays in a certain state. In other words, we can design characters who can be mostly
happy, mostly sad or mostly angry. Although the characters’ next state will be random, their behavior will
be predictable in long term. More importantly, the users will be able to define the long term behavior by
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creating the matrix.
It is also important to note that some transition probabilities in the personality matrix cannot be freely

chosen. For instance, unlike some exceptional cases such as the movie Illusionist (http://www.theillusionist.com/),
a dead person does not become alive again. So, the transition probability from dead to live must be 0 and
the transition probability from dead to dead must be 1. Surprise never lasts for a long time, so transition
probability from surprise to surprise should be small.

Time-homogeneity is not always a desired feature in narration. Certain plots such as transformation
or maturation [16] require that the character’s behavior change with time. For such cases, it is possible to
interpolate two matrices in time. In other words, a character who is usually sad can be transformed to a
character who is usually happy by interpolating its transition matrices over time.

3.1 Feedback Mechanism and Sociability

The personality matrices are useful for development of individual characters who are not affected from other
characters. However, the characters do not exist in vacuum. Their behavior must change based on the states
of other characters. This is mainly because the narrations are representations of interactions among humans
who are really social creatures. For instance, a person who is usually happy may be sad if all the close friends
are sad. Our model must incorporate these effects.

To incorporate these effects, we use a feedback from the environment. This feedback changes the per-
sonality matrix. In other words, if the environment is sad, the character becomes more likely to be sad.

Note that the current state of a character may have different impact on other characters. For example,
a happy character may likely make other characters happy, but may (although unlikely) also make some
characters sad. On the other hand, an angry character may make other characters scared but also may also
make a reasonable group of other characters angry. For this reason, we introduced the concept of impact
matrix IM, which defines the impact of the state of one character on another character. The following are
two examples of impact matrices:

C0→C1 happiness sadness anger fear C1→C0 happiness sadness anger fear
happiness 0.8 0.1 0.1 0.0 happiness 0.1 0.6 0.3 0.0
sadness 0.1 0.7 0.1 0.1 sadness 0.7 0.2 0.1 0.0
anger 0.0 0.1 0.4 0.5 anger 0.1 0.1 0.1 0.7
fear 0.0 0.5 0.1 0.4 fear 0.2 0.2 0.2 0.4

Again, each row of the impact matrix should add up to exactly 1. Therefore, for example, an angry person
will not at all make other people happy, has a 10% probability to make other people sad, a 40% probability
to make other people angry, and a 50% probability to make other people scared. Also note the differences in
two impact matrices. The second impact matrix can be an example of two characters in competition. If one
becomes happy, the other becomes sad. Of course, the impact is not commutative, i.e. impact of character
C0’s impact to character C1 may not be the same as the impact of C1 to C0. An example to this kind of impact
relationship can be a successful character and jealous friend.

To implement how the state of a character C0 is influenced by other characters, suppose that there are
n+1 characters in the current statement: {C0,C1, . . . ,Cn}, we give the character C0 a sociability parameter:
s and a closeness vector: V0 = {v1, . . . ,vn}, where vi are the positive real numbers that add up to 1 and s is a
positive real number smaller than or equal to 1. More specifically, suppose that in the current statement, the
character Ci is in state Si for all i, 1≤ i≤ n. Then the transition matrix of the character C0 from the current
statement to the next statement is given by (1− s)P0 + s(v1M1 + · · ·+ vnMn) where P0 is the personality
matrix of the character C0, and the matrix Mi for each i is a matrix in which every row is equal to the row in
the impact matrix IM corresponding to the state Si.
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The sociability parameter and closeness vector of a character C0 are closely related to the character C0
and to the role of each involved character. A very social person has a relatively high value of s so his own
personality P0 has small impact to its next state. On the other hand, a less social person has a larger value s in
its sociability vector so it is going to dominate its behavior. Moreover, the role of each of the other characters
may also differ to reflect its importance to character C0. A character who is dominating the statement (e.g.,
who is talking) can correspond to a larger vi value in the closeness vector of the character C0. On the other
hand, an unimportant character (e.g., the background) may have very little to do to influence character C0.
Thus, the corresponding vi value in the sociability vector of character C0 should be small, or even can be 0.

Finally, we explain how the above system is extended when characters have a collection of more than one
state space. To be specific, suppose that there are r state spaces S1, . . ., Sr that are associated with a character
C0, such that the number of all possible combinations of the states is h. Then there are r transition matrices
P1

C , . . ., Pr
C associated with the character C0, each is an h× r matrix. More specifically, the personality matrix

Pi
C of C0 describes the state transitions for the state space Si, in which each row corresponds to a combination
(S1, . . . ,Sr) of states, where each Si is from the state space Si. The (s, t) element in the matrix Pi

C gives the
probability that the sth combination of the states of C0 transits to the tth state in the state space Si. Using
these transition matrices and based on the current states of the character C0, we can derive the states of C0 in
the next statement. However, note that again the next states are determined randomly.

The impact matrix can be constructed similarly when we have more than one state space, but each state
space has an impact matrix. On the other hand, the sociability vector for each character C0 becomes longer,
and a state in a particular state space now may depend not only on the states of other characters in the same
state space, but also on the states of other characters in other state spaces. Nevertheless, all these can be
easily achieved by simple modification of the model that is based on a single state space.

3.2 Creating Expressions

States, by themselves, are not visible. There is a need to convert the state of a character to a visual image.
Visual images will be called expressions of state. We only consider expressions of emotional states since
the number of emotional states can be very limited. Another advantage of emotional states is that there are
more than one expression for any given emotional state. For instance, a sad person can cry or can have a sad
face, a social smile or a neutral face. On the other hand, expressions of physical states has to be unique, i.e.
walking can only be expressed by walking. A walking character cannot sit.

Anger Concern Cry Default Fake Smile Fear

Laugh Rage Sadness Shame Sincere Smile Surprise

Figure 2: A set of expression images for a sea lion, by Ergun Akleman.

Although there is no agreement among the researchers about what the basic emotions are [14], all the
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basic emotions suggested by researchers are very limited. They do not exceed twenty. These are anger,
disgust, fear, hate, happiness, hope, grief, guilt, interest, joy, love, pain, pleasure, sadness, shame, surprise,
rage, terror, wonder, sorrow [5, 4]. To express these 20 emotions, we use 10-14 expressions for each char-
acter. An example set is shown in Figure 2. As in this figure, some of the expression images are created
by artists directly in a painting program. Other sets of images are created using photographs of real people.
Some photographs are further manipulated to achieve more expressive results. As a result, we currently have
an approximately more than 50 characters with at least 10 expressions.

Figure 3: An example of an expression tree.

There is usually no one-to-one correspondence be-
tween states and expressions. For instance, an angry
person may have a neutral face or a fake/social smile
to hide the anger. On the other hand, another person
may show the anger. To simulate this variety in peo-
ple, we introduce another variable called expressive-
ness. For each state, we define a set of expressions for
non-expressive characters and another set of expres-
sions for expressive characters. For instance, let us as-
sume that the anger state can have non-expressive ex-
pressions Subtle Anger, Default and Fake Smile, and
expressive expressions Anger and Rage. Based on this
information, we create a tree structure where the prob-
ability of each expression is given as the multiplication

of the probabilities given each branch. Consider the expression tree shown in Figure 3. In this example, if
e = 1, with 1/2 probability we choose either anger or rage expressions. If e = 0, with 1/3 probability we
choose either subtle anger, default or fake smile expressions.

4 Implementation, Conclusion and Future Work

We have developed a prototype system as a proof of the concept. The system is implemented using C# and
Microsoft .net framework. The reason to choose this technology is because it has made it easier to build the
system with rich functions rapidly. The system includes two main components: a narrative engine, a comic
based user interface that is conceptually similar to comic chat [10].

We asked a wide variety of people to create stories using the system. The regardless of the results, we
observed that both children and adults like to use the system. The quality of the results depends on the
ability of writers and the judgment of the quality, of course, subjective. The system can be used to create
short stories for children to teach human interactions. It is also useful to quickly develop some simple story
ideas. An example that is created by a bank officer to show how to interact and convince a customer is shown
in Figure 4. We observed that this approach can also be used beyond the original intentions of the paper. The
system motivates people to write about their experiences and problems and therefore it can probably be used
in psychological evaluation similar to Rorschach inkblot Test.

We are thankful to anonymous reviewers, whose insightful reviews that helped us to improve the paper
significantly. This work partially supported by the National Science Foundation under Grant No. NSF-CCF-
0917288.
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